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Abstract

A key debate in language learning centers on how people successfully learn the extension of a novel word, despite inherent ambiguity in the input. Across two studies, we tested whether learners reduce ambiguity about a word’s extension by actively sampling the environment. Adult participants were first shown ambiguous learning situations in which novel words were presented with a set of exemplars that were drawn from a subordinate-level category (e.g., Dalmatians), a basic-level category (e.g., dogs), or a superordinate-level category (e.g., animals). Learners then had the opportunity to sample the label of additional exemplars. Participants systematically adapted their sampling choices as a function of training. Moreover, participants varied in their sampling strategies, pursuing both confirmatory strategies (selecting exemplars similar to the training set) and constraining strategies (selecting exemplars that constrain the word’s extension). Overall, these findings show that learners spontaneously pursue sampling strategies that support generalizing novel word meanings.
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Introduction

When learners first encounter a word (like “dog”) together with a novel referent (e.g., a Dalmatian), it is often ambiguous what category the meaning of the new word may generalize to (Quine, 1960; Xu & Tenenbaum, 2007b). For example, “dog” might refer to Dalmatians (a subordinate category level), dogs in general (the basic level), all animals (a superordinate category level), or a general category like “things that move” (a more general hypernym). How do learners determine the extension of a novel word?

One potentially powerful solution is that learners actively seek new information to clarify the boundaries of a word’s meaning (Gottlieb et al., 2013; Gureckis & Markant, 2012). For example, they could sample new referents at different category levels, such as testing whether the new word also applies to Golden Retrievers, rabbits, or even more generally to any moving object. Past evidence both with children and adults suggests that learners will actively sample information that can aid in reducing uncertainty about novel words and categories (Kachergis et al., 2013; Markant & Gureckis, 2014; Zettersten & Saffran, 2021). However, these results have often focused on mapping one-to-one object-label associations. When learners are faced with a novel word, they are often confronted with more thorny challenges (Quine, 1960). Categories have hierarchical structure at multiple levels of abstraction, requiring learners to determine not only how the word applies to the current referent, but which of many possible classes of referents the word may extend to. How do learners seek information when learning words for complex, hierarchically structured categories?

In the present studies, we investigate how learners sample information about novel word meanings when they must disambiguate the extension of novel words across multiple possible category levels. Based on an experimental paradigm testing learners’ inferences about word meanings (Xu & Tenenbaum, 2007b), we manipulate the initial sample of exemplars presented as referents of a novel word. Past work has shown that participants will systematically generalize word meanings differently depending on the composition of an initial sample of exemplars: for example, if a label is initially experienced together with three exemplars at the subordinate level (e.g., three Dalmatians), participants will tend to generalize the word meaning more narrowly than if the initial sample is composed of a broader set of exemplars (e.g., three dogs of differing breeds).

The theoretical interpretation and implications of these findings have engendered wide debate: Xu and Tenenbaum attribute the phenomenon to participants’ sensitivity to how learning experiences are sampled (so-called “strong sampling”), while others have argued for alternative mechanisms grounded in general cognitive processes such as attention and memory (Spencer et al., 2011; Jenkins et al., 2021), pragmatic considerations (Lewis & Frank, 2018), and processes of comparing and contrasting exemplars (Wang & Trueswell, 2022). Though theoretical accounts of the underlying mechanisms differ, all accounts agree that learners’ representations of a novel word’s extension are robustly modulated by the training manipulation introduced by Xu and Tenenbaum. In the current study, we capitalize on this training paradigm to investigate whether and how participants seek additional information about a novel word’s extension when presented with ambiguous input.

The present experiments examined (1) adults’ sampling strategies, and (2) the consequences of their sampling strategies for learning the extension of novel words. We predict that participants will tune their information-seeking to their past learning experience: depending on their initial training condition, participants will seek information at different category levels. However, there are multiple possible strategies that participants may use as they tune their information-seeking. The main goal in the experiment is to conduct an initial exploration of these specific strategies.

We expected that learners would sample new information about ambiguous word meanings using one of two different strategies. One possibility is that participants pursue a confirmatory sampling strategy. For example, if presented with three referents at the subordinate level (e.g., three Dalmatians), they will prefer to sample another referent at the subordinate level (i.e., select another Dalmatian) to confirm their hypothesis that the word refers to the subordinate level. This would be consistent with evidence for a “positive test”
strategy documented across a number of other learning tasks (Austerweil & Griffiths et al., 2011; Coenen et al., 2015; Klayman & Ha, 1987, 1989; Navarro & Perfors, 2011; Wason, 1960). A second possibility is that participants attempt to constrain word meanings by sampling a potential referent “one level up” from the category implied by the training experience. For example, if presented with three referents at the subordinate level (e.g., three Dalmatians), they will prefer to sample a referent at the basic level (i.e., select a dog that is not a Dalmatian) to constrain the possible category level of the word.

**Experiment 1**

We investigated how learners sample new information when learning words that are ambiguous with respect to how broadly they generalize to different category levels. Participants completed a word learning task closely modeled on past studies of word learning at different levels of categorical abstraction (Xu & Tenenbaum, 2007b; Lewis & Frank, 2018), in which participants learn a new word that is associated with a set of exemplars that belong to the same subordinate, basic, or superordinate category. Learners then had the opportunity to sample a novel exemplar before being asked to generalize the word to a new set of exemplars. We predicted that participants would flexibly shift their sampling behavior in response to the categorical level of the training exemplars. The main aim of the experiment was to explore the types of information-seeking strategies people pursue in ambiguous word learning situations and to probe the consequences of different information-seeking strategies for how people subsequently generalize word meanings.

**Method**

The experiment was preregistered (https://osf.io/sk8zw). All materials, data, and analyses are openly available on OSF: https://osf.io/p38g9.

**Participants**

We recruited 200 participants (75 female, 123 male, 1 non-binary; mean age: 41.4 years, $SD = 11.6$) from Amazon Mechanical Turk using Cloud Research tools for improving data quality (Litman et al., 2017). 14 additional participants were excluded based on three preregistered exclusion criteria: (a) failing to correctly enter the novel label they saw during training on at least two of three trials ($n=8$), (b) always choosing the same location on all sampling or all test trials ($n=1$), and (c) entering nonsensical text on open response questions ($n=5$). Participants were paid $8.00 for completing the study. Participants were randomly assigned to three counterbalanced, within-subjects conditions: Training Condition, Correct Label Level, and Category Type (see Design & Procedure for details).

**Stimuli**

The image stimuli were three sets of 15 images of exemplars from three overarching categories (animals, vegetables, and vehicles). These stimuli were taken from a past study investigating how learners generalize word meanings (Lewis & Frank, 2018) that replicated the task introduced by Xu and Tenenbaum (2007b). Within each category’s image set, 7 images were used during the Training Phase (see Figure 1): 3 subordinate-level exemplars (e.g., images of Dalmatians), 2 basic-level exemplars (e.g., images of dogs other than Dalmatians), and 2 superordinate-level exemplars (e.g., images of animals other than dogs). The remaining 8 images were used during the Test Phase: 2 subordinate, 2 basic, and 4 superordinate exemplars. Of the test images, 3 images were selected to appear as options in the Sampling Phase: one subordinate, basic, and superordinate exemplar each (see Figure 1). The linguistic stimuli for the experiment were six nonce words (sibu, kita, beppo, tibble, roozer, guffy). The first three words were introduced during the Training Phase as labeling the three training exemplars. The final three words were presented as the name for any image that a participant chose during the Sampling Phase that did not belong to the correct category, as determined by the condition design. Words were randomly assigned to the three training conditions for each participant.

**Design & Procedure**

Participants were asked to imagine they were learning a new language and that they were being told new words for the first time. Their job was to figure out what these new words mean. Participants then completed three trials, each consisting of a Training Phase, a Sampling Phase, and a Test Phase.

**Training Phase.** On each trial, participants were presented with three exemplars, together with a prompt labeling the images (e.g., “These are three sibus”). The nonce label also appeared as text under each individual image. The Training Condition varied whether participants saw three exemplars on the subordinate level (Narrow condition; e.g., three Dalmatians), three exemplars on the basic level (Intermediate condition; e.g., three dogs of different breeds), or three exemplars on the superordinate level (Broad condition; e.g., three animals from different basic-level categories). Training Condition varied within-participants, such that each participant was presented with each Training Condition once. The order of the training conditions was randomized, as well as the particular nonce word used to label the exemplars for each Training Condition. Each training trial involved exemplars from one of three different general categories (animals, vehicles, vegetables; Category Type). Each participant was presented with one trial involving each Category Type. The assignment of Category Type to Training Condition was counterbalanced across participants.

After the training trial, we included a brief attention check that asked participants to enter the label they were just taught. Neither the label prompts nor the images were visible during the attention check. Participants were accurate in recalling the label ($M = 97.2\%$; i.e., misspellings or additions that involved a single character were permissible). Trials on which participants failed the attention check were excluded in subsequent analyses ($n = 17$) and participants who failed
Sampling Phase. Participants subsequently entered the Sampling Phase, in which they had the opportunity to select one novel image and learn its label. On each trial, participants were presented with 9 novel images: one for each category level (subordinate, basic, superordinate) for each Category Type (see Stimuli section). Participants were prompted to choose which object they would like to learn the name of and were advised that they could only make a single selection.

For each sampling trial, we specified a “ground truth” for the meaning of each word, in order to supply participants with feedback on their sampling selections. By varying the meaning of each novel word within Training Condition, we also ensured that participants could discover new information about a word’s meaning through their active selections. The “ground truth” category level for each training condition was randomly selected from among three possibilities for each training condition (e.g., in the subordinate training condition, where participants see three subordinate exemplars, the “true” meaning of the label may refer to (a) the subordinate level, (b) the basic level, or (c) the superordinate level). The combination of correct category level with training condition was counterbalanced across participants.

Test Phase. After the Sampling Phase, we tested how participants generalized the word meaning to novel exemplars. Participants were presented with 24 images (2 subordinate, 2 basic, and 4 superordinate for each Category Type) and instructed to select all of the other instances of the novel word from among the test images. Note that the labeling of the items as subordinate (i.e., Dalmatians for the animal Category Type), basic (i.e., other dog images), and superordinate (i.e., other animals) is to allow for comparison of selections across the three training conditions and does not necessarily reflect how participants perceived items at test. For example, in the case of the Category Type animals, we term the Dalmatian images as the subordinate items to compare selections across training conditions, but from the perspective of participants in the Intermediate Condition, all dog items represent exemplars of different subordinate dog categories. Test trials were untimed, such that participants were free to take as much time as needed to make their selections from the test array.

Results

Sampling Choices

Learners flexibly shifted their sampling choices depending on the training condition. To test whether training condition affects sampling choices in general, we fit a multinomial logit model using the mlogit package (Croissant, 2020) in R (version 4.2.2; R Development Core Team, 2022). The model predicted participants’ category-based sampling choice type (with four options: choosing the within-category subordinate exemplar, the within-category basic exemplar, the within-category superordinate exemplar, or an outside-category exemplar) from training condition (Narrow, Intermediate, Broad; dummy coded). A likelihood-ratio test indicated a significant effect of training condition on participants’ sampling choices, $\chi^2(6) = 42.12, p < .001$ (Figure 2). The effect of training condition was robust across alternate model specifications, including fitting a logistic multinomial model with by-subject random effects.
Participants made both confirming and constraining sampling choices. To further investigate participants’ specific sampling strategies, we used the lme4 package (Bates et al., 2015; version 1.1-31) in R to fit a logistic mixed-effects models testing participants’ likelihood of (a) confirming choices and (b) constraining choices.

Confirming sampling choices. We first fit an intercept-only logistic mixed-effects model predicting whether participants were more likely than would be predicted by chance to make confirming choices on each trial, including a by-participant random intercept. Since the chance level of making a confirming choice changed across trials depending on training condition (e.g., chance = 1/9 for the subordinate training condition and chance = 1/3 for the superordinate training condition), we adjusted chance on a trial-by-trial basis. Participants were more likely than would be expected by chance to make confirming choices, \( b = 2.04, z = 14.1, p < .001 \). To test whether the likelihood of confirming choices differed across conditions, we included a fixed effect of Training Condition (dummy coded) in the otherwise identical logistic mixed-effects model. There was a significant overall effect of condition, \( \chi^2(2) = 28.23, p < .001 \). There was no evidence that the proportion of confirming sampling choices changed across trials (\( p = .33 \)).

Constraining sampling choices. Using the same analytic approach as for confirming choices, we found a significant overall effect of Training Condition on the likelihood of making constraining choices, \( \chi^2(2) = 231.31, p < .001 \). Follow-up analyses showed that participants were more likely than would be expected by chance to make constraining sampling choices in the Narrow condition (\( b = 1.16, z = 6.32, p < .001 \)) and in the Intermediate condition (\( b = 0.99, z = 5.20, p < .001 \)). However, in the Broad condition, participants were less likely than would be expected by chance to make constraining choices (\( b = -2.66, z = -10.93, p < .001 \)), likely because participants showed a preference against making choices outside of the overarching Category Type across all conditions (see Figure 2). The number of constraining sampling choices increased across trials (\( b = 1.58, z = 2.63, p = .008 \)).

Confirming sampling choices were more prevalent than constraining sampling choices. We computed the average percent confirming choices and constraining choices for each participant, subtracting trial-level chance to account for variation in chance-levels. We then conducted a paired \( t \)-test between the adjusted confirming and constraining averages. Confirming sampling choices (unadjusted \( M = 62.0\%, 95\% CI = [57.1\%,66.9\%] \)) were substantially more prevalent than constraining sampling choices (unadjusted \( M = 24.3\%, 95\% CI = [20.4\%, 28.1\%] \)), \( t(199) = 10.84, p < .001 \).

Test Performance

Training condition modulated participants’ choices at test. We investigated how the training manipulation affected participants’ likelihood of selecting within-category images at the subordinate, basic, and superordinate category level. We computed the proportion of within-category images selected at each category level (subordinate, basic, superordinate) for each participant in the Test Phase (as in Xu & Tenenbaum, 2007b; Lewis & Frank, 2018) and investigated whether each of these proportions was predicted by training condition using mixed-effects regression models. Each model included a by-participant random intercept and random slope. Degrees of freedom for significance tests were approximated using the Satterthwaite approximation, implemented using the lmerTest package in R (Kuznetsova et al., 2017).

Training condition was a significant predictor for basic-level \( (\chi^2(2) = 126.48, p < .001) \) and superordinate-level choices \( (\chi^2(2) = 374.32, p < .001) \), but not for subordinate-level choices \( (\chi^2(2) = 4.52, p = .10) \). Basic-level choices were significantly higher in the Intermediate \( (t(388.9)= 10.65, p < .001; \) Figure 3A) and Broad condition \( (t(391.0)= 8.45, p < .001) \) than in the Narrow condition; superordinate-level choices were higher in the Broad condition than in the Narrow \( (t(389.1)= 18.52, p < .001) \) and Intermediate conditions \( (t(388.5)= 14.18, p < .001) \). These findings suggest that learners systematically shifted their generalizations of a novel word’s extension from a narrow, subordinate-level interpretation to a broader, superordinate-level interpretation across the three training conditions.
Participants who make more constraining choices during sampling are more accurate at test. We used the same analytic approach to predict participants’ d prime score for each test procedure from their average proportion constraining choices across training trials. Participants’ accuracy at identifying a novel word’s extension increased if they had adopted a constraining sampling strategy, \( b = 0.67, t(116.5) = 5.26, p < .001 \) (Figure 4C). There was no interaction with Training Condition (\( p = .11 \)).

Experiment 2

Experiment 1 represented a first step toward understanding learners’ information-seeking when tasked with inferring a novel word’s extension. In Experiment 2, we replicated the findings from Experiment 1 in a new sample, in order to conduct a confirmatory test of key findings. The design of the experiment was identical to Experiment 1, with one exception: we also introduced a performance-based bonus to further incentivize participants to learn the novel word meanings. This allowed us to probe whether variation in sampling strategies persisted in the presence of increased incentives to learn the novel word extensions accurately.

Method

The experiment was preregistered (https://osf.io/86vu4).

Participants

We recruited 200 participants (75 female, 123 male, 1 non-binary, 1 alternative classification; mean age: 40.3 years, SD
from Amazon Mechanical Turk using identical recruitment methods. 16 additional participants were excluded based on the same three preregistered exclusion criteria (failing to correctly enter the novel training label on at least two of three, \( n=7 \); choosing the same sampling locations on all trials, \( n=2 \); entering nonsensical text on open response questions, \( n=7 \)). Participants were paid $0.80 for completing the study and received a $0.20 bonus if they finished in the top quartile in word learning success.

Stimuli, Design, & Procedure.
The stimuli, design, and procedure were identical to Experiment 1.

Results

Sampling Choices
Using the same analytic approach as in Experiment 1, we again found that participants flexibly shifted their sampling choices depending on the training condition, \( \chi^2(6)=45.38, p < .001 \) (Figure 2). Participants were more likely than chance to make confirming sampling choices (\( b = 1.88, z = 13.02, p < .001 \)) overall, but showed an above-chance preference for constraining sampling choices only in the Narrow (\( b = 1.25, z = 7.26, p < .001 \)) and Intermediate (\( b = 1.07, z = 5.89, p < .001 \)) conditions. As in Experiment 1, confirming sampling choices (unadjusted \( M = 59.1\% \), 95% CI = [54.1%,64.0%]) were substantially more prevalent than constraining sampling choices (unadjusted \( M = 25.7\% \), 95% CI = [21.8%, 29.5%]), \( t(199) = 9.72, p < .001 \). There were no effects of trial number on the proportion of confirming (\( p = .69 \)) or constraining (\( p = .37 \)) sampling choices.

Test Performance
Unlike in Experiment 1, there was a significant effect of training condition on participants' subordinate-level choices at test (\( \chi^2(2) = 12.05, p = .002 \); Figure 3B). All other patterns of results for the Test Phase mirrored the results from Experiment 1. Training condition had a strong effect on basic-level (\( \chi^2(2) = 147.95, p < .001 \)) and superordinate-level choices (\( \chi^2(2) = 554.45, p < .001 \)). Pairwise comparisons across conditions yielded similar results to Experiment 1.

Relationship between Sampling and Test
As in Experiment 1, the more participants made confirming choices during the Sampling Phase, the less accurate they were overall at test, \( b = -0.58, t(128.3) = -5.91, p < .001 \) (Figure 4B). Conversely, the more participants made constraining choices, the more accurate they were at identifying the novel word’s extension at test, \( b = 0.76, t(100.9) = 6.24, p < .001 \) (Figure 4D).

General Discussion
Across two experiments, adult learners selectively sampled information about novel words based on their past learning experience. Participants were given the opportunity to control their input, and they systematically made both confirmatory choices – sampling the label for exemplars that occurred within the extension implied by the training sample – and constraining choices – sampling the label for exemplars at the boundary of the extension implied by the training sample. However, learners showed a strong preference for sampling category-confirming exemplars, with consequences for how well they correctly generalized novel word meanings. Participants who showed a stronger tendency towards constraining choices performed better at test. Conversely, participants who showed a stronger tendency to make confirmatory sampling choices were worse at test.

These studies build on prior research on learning the extension of novel words by allowing participants to select their own learning curriculum. Overall, participants pursued information-seeking strategies that in principle can aid in successfully disambiguating a novel word’s extension, consistent with past work on how people sample information about novel object-label mappings in ambiguous word learning situations (Kachergis et al., 2013; Zettersten & Saffran, 2021). These findings thus further extend our understanding of how active sampling strategies may help learners rapidly acquire novel words (Hidaka et al., 2017; Keijser et al., 2019) by showing how learners may seek information that aids in correctly generalizing word meanings at multiple levels of abstraction.

At the same time, it is notable that participants tended to prefer choices that confirmed training evidence, at the expense of constraining possible word meanings. These results are broadly consistent with findings from other cognitive domains that learners often pursue positive-test strategies (Coenen et al., 2015; Klayman & Ha, 1987; Wason, 1960). A key question for future work will be to investigate how flexibly participants pursue different information-seeking strategies across learning contexts and to what extent there are stable individual differences in learners’ information-seeking. Understanding consistency and flexibility in individuals’ information-seeking approaches could aid in clarifying the underlying mechanisms shaping how learners sample information about new words.

In future work, we plan to adapt the current design to investigate how children approach the task of actively constraining word meanings (Xu & Tenenbaum, 2007a). Past work has found that infants (Bazhydai et al., 2020; Lucca & Wilbourn, 2019) and children (Hembacher et al., 2020; Zettersten & Saffran, 2021) actively seek novel information about words. To date, work on children’s active information-seeking about word meanings has typically been limited to learning one-to-one object-label mappings. Investigating how children actively sample information about the extension of novel words could advance our understanding of how children solve the task of learning word meanings at multiple levels of abstraction.

In sum, our findings suggest that adult learners adapt their sampling in response to differing word learning experience, and active information-seeking may play an important role in successfully disambiguating a novel word’s extension.
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